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Abstract We study peer influence of production and consumption of projects in
the Scratch community, an online platform developed by MIT Media Lab
and targeted for young children, where users collectively learn program-
ming by creating and sharing projects. We investigate if Scratchers are
influenced by the popularity of their peers’ projects and their peers’ pref-
erences for consuming from specific baskets of projects.

We find that the popularity of Scratchers’ projects is significantly in-
fluenced by the production popularity of their peers. Testing for hetero-
geneity in influence, we find that Scratchers are not influenced by specific
peers who might have highly popular projects, instead it seems that they
are influenced by just the aggregate popularity of all peers. We find that
Scratchers who have a minimum activity of one month on the platform
are more susceptible to peer influence. Scratchers with high tendency
to create projects by rebuilding on existing projects on the platform tend
to have significant improvements in their future production popularity
(due to influence from peers’ production popularity) only in the short
term and not in the long run. We also disentangle a self decision making
mechanism from other mechanisms that might explain the channel of in-
fluence: we find that a significant proportion of the estimated influence
from peers is mediated via Scratchers’ decision to create new projects.
This highlights Scratchers’ subsequent behavioural decisions in response
to existing popularity of peers’ projects.

We find evidence of polarized consumption patterns on the platform,
i.e., there are certain groups of projects (discovered in an unsupervised
manner based on co-consumption patterns) for which Scratchers have
high specificity. We do not make claims about how such groups form
on the platform - for example, whether it is a conscious choice or is a
result of the way the platform is organized. However, we find that such
polarization is not a consequence of Scratchers being influenced by their
peers’ consumption patterns.

Keywords peer influence, causal mediation mechanism, social influence,
homophily, online social network, human behaviour, computational social
science
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Significance: Today various online educational platforms facilitate collective
ways of learning. The literature on peer influence on educational outcomes
presents mixed evidences, i.e., both positive and negative influences. Since
learning via educational platforms is gaining increasing interest, it is impor-
tant for business and economic policy designers to know the real impact of
peers activities on the choices and educational outcomes of users. On the
Scratch platform which is targeted for young children to learn programming,
we find that users are significantly influenced by the production popularity
of their peers, but not by their peers’ consumption patterns. We contemplate
that knowledge of such behavioural nature would be useful to design plat-
forms where the collective educational outcome is maximized.
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1 Introduction

Education is a vital tool of empowerment. Peers’ behaviour can play an important
role in various aspects of one’s education process [1]. Studying peer influence in
learning environments can therefore be helpful for various business, economic,
and government policy designs. How co-learners influence educational and so-
cial outcomes has been studied extensively in physical contexts like schools and
universities [2, 3]. With the advent of various online education media and many
users joining such sites, it is important to study peer influence in digital platforms
as well. Such platforms usually encourage learning by various forms of collective
interactions such as discussions in forums, building collaborative projects, private
communications, and others [4]. A possibility of peer influence arises since users
are usually aware of others’ shared activities. In this study, we investigate peer
influence in the Scratch platform which has a structure of learning through col-
lective activities. Scratch, made public in 2007, is an online community designed
by the MIT Media Lab for young people to learn programming. Scratchers pro-
duce and share visual projects built using programming codes. Scratchers also
consume others’ projects in various ways which include viewing, commenting,
loving, downloading, etc. Scratchers can know about the activities of their peers,
other users whom they “follow” on the platform, via activity feeds and also by
manual visits to their project pages. This creates a potential channel of influence
on various behaviours. In the first five years of Scratch’s public activities [5], dur-
ing which about 1 million users joined the platform and about 2 million projects
were created, we investigate peer influence on two behaviours – one relates to
production of projects, and the other relates to consumption of projects.

Understanding of peer influence estimation has been shaped by contributions
from academics and practitioners in various fields including marketing, sociol-
ogy, and economics. To infer peer influence, the most ideal situation would be to
impute peers’ behaviour at random and measure its average effect on Scratchers’
behaviour. Marketing scientists have used such behavioural imputations in vari-
ous online platforms to measure peer influence [6]. However such experimental
situations are usually not feasible, especially in non-artificial circumstances, for
several reasons including ethics and permissions to perform such experiments
[7, 8, 9]. In non-experimental settings, obtaining unbiased estimates of peer in-
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fluence is a challenging task because both individuals and their peers can affect
each others’ behaviour (reflection problem [10], and so observed clustering of
behaviour in networks is often a result of the following effects: own tendency
for the behaviour, peers’ influence on behaviour, and exogenous and endogenous
network formation processes (homophily, selection, reciprocity, etc.) leading to
observed peers’ behaviour. Dynamic observations help to separate changes in in-
dividual behaviour due to peers’ influence from effects arising due to alternative
mechanisms. Sociologists have used agent-based models [11, 12, 13, 14, 15] to ex-
plain the coevolution of network and behaviour. However, this method requires
agents to have full knowledge of the network, which is rarely the case when the
network is populated by a large number of agents. Economists have used estima-
tion strategies that usually require strong assumptions [16, 17] and are specific to
the structural models employed [18]. Sometimes exogenous component of peer
influence (arising from past) is not estimated separately from the contemporane-
ous effect arising due to simultaneous determination of network formation and
behavioural influence [19].

We employ a quasi-experimental method to identify peer influence. We assume
Scratchers have a Markov nature of decision making, i.e., their future decisions
(e.g., whom to follow, what to produce and consume) are driven only by the
current state of activities on the platform. Conditional on all activities upto a
given time t, we estimate peer influence at t on a future time t + j as the effect of
peers’ behavioural state at t on Scratchers’ subsequent change in behaviour upto
t+ j. The quasi-experiment consists of observations at two time periods – t, t+ j –
and treatment status is assigned at t based on intensity of peers’ behaviour (high
or low) at t1. The treated group has Scratchers whose peers have high degree of
behaviour under study. To conceptualize the treatment status as a random assign-
ment, the control group is adjusted by matching exactly on personal and peers’
characteristics of Scratchers in the treated group such that all confounding factors
are balanced across the two groups. Below are the main results and contributions
of our investigation:

1. The definition of treatment follows directly from the Markovian nature of decision making
by Scratchers. The treatment, peers’ behavioural state at t, is a measure that summarizes peers’
behaviour upto t. It captures only the cumulative information of peers’ behaviour upto t and
neglects the historical pattern of its evolution.
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– If peers’ projects are popular (as measured by accumulated ‘loves’ on the
projects) at t, the popularity of Scratchers’ projects increases in future pe-
riods. This effect is persistent and is S-shaped along the axis representing
future periods. A minimum engagement of about a month on the platform
makes Scratchers more susceptible to such influence, however higher en-
gagement does not necessarily increase the susceptibility. Remixing is a
key property of the Scratch platform – users can build projects on top of
existing projects by modifying or introducing new elements. Developers,
users whose projects tend to be mostly remixed and not new projects, are
influenced more in the short term and free-style producers, Scratchers who
create new and remixed projects in same proportion, tend to be influenced
in later periods only and not in the immediate period.

– As shown in Figure 1, we investigate if the observed peer influence in pro-
duction popularity is caused due to production-related decisions made by
Scratchers. 40-50 percent of the total effect of peers’ production quality on
Scratchers’ future production popularity is mediated via their creation of
new projects in future. This channel emphasizes the role of decision-making
under influence of peers’ behaviour.

– Scratchers are not influenced by their peers’ consumption patterns – if peers
tend to ‘love’ projects from a specific community of projects, it does not
influence Scratchers to develop a similar preference in future.

– From a methodological perspective, we improvise on the approach by Aral
et al. [20] in two ways: First, we use exact matching to obtain a control
group where Scratchers are similar to those in the treated group except for
the peers’ behaviour under study; this helps to minimize bias to a large
extent, compared to using propensity score matching [20]. Second, by en-
suring balance of peers’ characteristics (in addition to individual characteris-
tics) we control not only for homophily [20], but also for other confounding
effects including selection and endogenous processes involved in network
formation [13], and own behavioural tendencies.

In the next section (Section 2), we describe the Scratch platform and the data
we analyze in more details. Then, in Section 3, we provide descriptions of produc-
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Figure 1: Peer Influence Mechanism

Peers' Production Popularity Production Popularity in Future

Projects Created in Future

Popularity of peers’ projects affects the popularity of Scratchers’ projects in future (solid
path). 40-50% of such peer influence on production popularity is mediated via
Scratchers’ creation of new projects in future (dotted path).

tion and consumption behaviour that are helpful to gain insight into aggregate
behavioural patterns over the first five years, and these descriptions are used
later to augment the results on peer influence. This is followed by, in Section 4, a
detailed description of the methods we use to identify peer influence and the re-
sults of peer influence analysis. Since we observed a significant peer influence for
production behaviour, we investigate in the next section (Section 5) how this hap-
pens, and particularly if Scratchers make any personal decisions leading to their
improved outcomes in future periods. Finally, in Section 6, we make a discussion
based on our findings, and provide suggestions for further research.
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2 Data: Scratch Community

We analyze users’ behaviour in the Scratch community2, an online educational
platform created and maintained by the Lifelong Kindergarten Group at MIT Me-
dia Lab. Users come from various countries. The platform, designed for children
in schools, serves as an educational media to collectively learn programming by
creating and sharing interactive objects. An interactive object created on the plat-
form is called a project, which is usually an animation, game, or simulation cre-
ated using the Scratch programming language (SPL) [21]. Projects are composed
from animated objects called sprites. SPL employs drag-and-drop programming
method to create projects, using Scratch Authoring Environment (SAE), by as-
sembling basic visual elements called blocks. The online platform was created in
March 2007. SPL has had two major development versions - Scratch 1.x (1.0 to 1.4)
and Scratch 2.0 (released in May 2013). To build or edit a project in 1.x versions,
users had to download the Scratch editor software (offline version) to access the
SAE. Users could then (optionally) share the projects in the online community. In
version 2.0, which replaced 1.x, users can access SAE both online and offline.

Data from March 2007 to March 2012 was provided by the MIT Media Lab
under the Scratch Research Data Sharing Agreement [5]. It consists of various
metadata, corresponding to the descriptions below, of all users and their friend-
ship formations, and of all the projects created during this period. Hence this
forms a complete data set of time-stamped users’ friendship network and pro-
duction and consumption of projects for the first 5 years.

In the Scratch community users can (i) produce projects, (ii) consume projects,
(iii) follow other users as friends, and (iv) create and comment on galleries. Such
collective action in Scratch community is analogous to activities in the social me-
dia platform Facebook where contents (posts or status updates) are produced and
consumed by the platform users, and users can also follow each other. Projects
created (Fig.2a) on the Scratch platform can be of two types - new, and remix. A
new project, as is suggestive, is a fresh project created by a user and shared on
the website. A remix project shared by a user is a project that is created by mod-
ifying an already existing project (new/remix) on the platform. After a project

2. https://scratch.mit.edu
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Figure 2: Projects: Production & Consumption

(a) Production Perspective (b) Consumption Perspective

Production and consumption perspectives of a project in Scratch 2.0. (a) A project is
created by composing various sprites that have codes, images, and sound associated to
them. (b) A shared project is available to other users for viewing, downloading, loving,
and commenting.

is shared by a user, it can be consumed (Fig.2b) by other users on the platform.
Consumption of a project on the Scratch website refers to the following interac-
tions with the project by logged-in users: viewing, downloading, loving, commenting,
and favoriting. Each form of consumption of a project by a user is recorded only
once - the first time the user interacts with it. Views, downloads, and loves of a
project are anonymous records, i.e, the names of the users who interacted with
the project by such forms are not recorded. Friendships represent unidirectional
relationships between users. A user can choose to follow any other user on the
platform. Once logged-in, a user can see the latest projects of the users he is
following in a dedicated section. Users can also create galleries which are collec-
tions of projects. Users can view and comment on galleries. Projects and galleries
can also be tagged by their creators. Tag names are not pre-defined on the plat-
form, and new tag names are created when users tag projects and galleries with
non-existing tag names. Projects and galleries can have common tags names.
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Additionally, selected projects are displayed in the front page of the Scratch
website due to various criteria (most remixed, most viewd, etc.). This selection
is automated. Within each category, the three most recently added projects are
displayed at any given point. There is a section on the front page for featured
projects (three projects at one time), projects in this section are manually added by
users who are Scratch website administrators based on popularity and appeal of
projects. For galleries, there are two sections on the front page, one is a section
called featured galleries, and the other is called studio design. Addition of galleries
to these sections are controlled by administrators. A user can at some point be
assigned as a curator by administrator. The curator selects projects for the Scratch
website’s front page section labeled ‘Curated By’. This section displays three
recent projects selected by the curator. There is only one active curator at a time.

The dedicated section where Scratchers can see the activities of their peers in
real-time is called ‘What’s Happening?’ [22]. Here Scratchers can see the following
recent activities of their peers – sharing (creation) of projects, remixing, love-its„
favorites, following (users, studios). This is an important channel of information
about peers’ activities; if a Scratcher is following many others, he would most
likely be influenced by activities of those which appear frequently via this feed.
It is important to note that a Scratcher can know which projects his peers are
favoriting via activity feed, however the projects which receive the favorite clicks
do not show such counts on the project page. We see in Figure 2(b) that favorites
(star symbol) count are visible, however this is for the latest version of Scratch.
During the period 2007-12 for which data is available, SPL versions 1.x were in
place, and favorites count was not visible on the project page. The love-it counts
(and all other forms of consumption except favorites) on the other hand are shown
on the project pages, and is public information; this forms the difference between
favorites and love-its.

A schematic representation of interactions on the platform as discussed above
is shown in Figure 14. Technical details about data quality (missing data, possi-
bly spurious data) are documented in [5]. Wherever required for this study, we
discuss the data quality during our analysis.
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3 Descriptions of Aggregate Behaviour

This section is composed of descriptive findings of Scratchers’ aggregate behavioural
patterns during the first five years. First, we see the growth of users and projects
on the platform. Second, we provide a manual classification for producers of
projects based on their intensity to create remixed projects. Finally, we show that
projects can be separated into groups based on their joint consumption patterns
and that most Scratchers tend to consume projects from specific groups only.

3.1 Users, Projects

Figure 3: Users Joining & Projects Creation
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Panel A shows the joining of 1,056,950 users during each year from March 2007 to
March 2012. The evolution is grouped into major clusters of countries. Panel B shows
the number of projects created daily upto March 2012. A total of 1,928,699 projects were
created during the period.

1,056,950 users joined the Scratch community in the first 5 years (Fig.3A) and
1,928,699 projects were created during this period (Fig.3B). The clusters in Figure
3A are obtained using K-means clustering with five clusters; Taiwan Group is a
set of nine countries. The most distinguing trends are born by US and UK, and
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there was a spike in the number of users from Thailand during 2010. We mention
some statistics to describe active users on the platform. (i) There are 427,110
users with at least one non-anonymous activity. Since anonymous records include
only certain forms of consumption of projects (views, downloads, loves), a large
fraction of users in the data are pure consumers. (ii) There are 195,649 users who
have interacted (at least one kind of recorded activity) in more than one month
(months need not be consecutive). This value does not include users who might
have interacted more than one month, but their interactions each month is not
recorded (i.e., they only viewed, downloaded, or loved projects). (iii) There are
304,793 users (28%) who created at least one project. This is the sub-population
that contributed to the 2 million projects during the five years.
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3.2 Production Behaviour

Remixing is a key feature of the Scratch community; it allows creation of projects
based on existing ones. Figure 4(A) shows the incentive of Scratchers to remix
over the entire time duration; it is a distribution of the fraction of remixed projects
among all projects created by a Scratcher. We use this distribution to under-
stand if Scratchers lying in different parts of this distribution differ in certain
behaviours. We create three definitions, based on the nature to remix projects:
(i) developers: producers with remix fraction greater than 75 %. The value of 75
is chosen to increase the number of users in developers category; most of these
users are in the top 10 percentile of the distribution. (ii) innovators: producers
who mostly create new projects – producers with remix fraction less than 35 %,
(iii) free-style producers: producers who do both. These users are the residu-
als of segmenting producers as developers and innovators. The value of 35 is
chosen such that free-style producers, on aggregate, have 50% new projects and
50% remixed projects. Changes around the cut-off values of 75 and 35 does not
affect the number of users in the interval very much. Innovators and develop-
ers have contributed to about 87% and 9% of new projects (non-remix projects)
respectively.

The definitions are based on aggregate projects (and remixes) created in the
entire duration. Users join the community over time, and they fall into one of
these producer types (excluding non-producers) as defined by us by looking at
the data of entire duration. To see if the labeling of producers based on produc-
tion in the entire duration also holds in shorter intervals, we calculate the average
remix fraction within each type in monthly windows as shown in Figure 4(B). It
shows the average remix fraction of each producer type over time. We see that the
group of producers categorized as developer type (based on aggregate activity)
are of type developer in almost every month: each month, the group produces
projects that are mostly remixes. Developers do not tend to behave as free-style
producer or innovator in any month, except during the very early period. This
suggests that the nature of producers is not volatile, and can be interpreted as a
time-invariant behaviour. The distribution of the time spent on the platform by
each of these types is almost same, with an average of about 22 months and a
standard deviation of 14 months.
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Figure 4: Types of Producers
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(A) The distribution of remix fraction, i.e., percentage of remixed projects out of all
projects created. There are 304,793 users who created at least one project. 202,018 users
have zero remix fraction, and are not shown is the plot. The distribution is segmented
into three types of producers: innovators, free-style producers, and developers. (B) The
average remix fraction during each month for the three types of producers.

The volatility of free-style producers and developers in the early period can be
explained by the fact that these producers need existing projects to remix. In the
initial periods, since the online community was launched in 2007, there were less
projects on board for these producer types to act by their nature. These types
show a sharp deviation in favour of their nature, which is due to the availability
of more projects in the platform due to passage of time.

Figure 4(A) considers only non-zero remix fractions; users with exactly zero
remix fraction are not shown. It forms a large fraction of all producers, however,
we are not sure if such producers really did not remix at all. This is because
we found some of these users to have produced large numbers of projects in
comparision to others (outliers); such a situation might arise by copying projects
[23]. Copying projects, although legal, is however unethical; copying is a situation
in which a Scratcher modifies a non-substantial part of a project and then posts
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it as a new project and not as a remixed project (thereby referencing the original
creator). Although copying can arise in other sections of the distribution in Figure
4(A) as well, we did not find evidence of outlier cases for free-style producers
and developers. In later analysis and discussions, we therefore study only these
producer types: free-style producers, developers.
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3.3 Consumption Behaviour

Here we investigate if Scratchers, as consumers of projects, have preference to
consume certain kind of projects. First we look for major consumption groups
and next we investigate Scratchers’ consumption specificity for such groups. Of
the various forms in which users consume projects, only favorites and comments
are non-anonymous records, i.e, in the available data, we can know the user who
favorited or commented on a project. On the platform, favorites and comments
are private and public information respectively.

We consider a bipartite network of favoriting behaviour in which the nodes
are users and projects, and edges are directed from users to projects which they
have favorited. This is an aggregate network considering all favorites interac-
tions in the 5 years. To see which projects are favorited together we obtain a
bipartite projection on all projects; in the resulting network, an edge between two
nodes (projects) has a weight equal to the number of Scratchers who favorited
both the nodes. In the projected network, P f avorites, there are 326,975 nodes and
162,611,378 edges with varying weights (ranging from 1 to 442). In the subset of
P f avorites with edge weights more than 2 (for simplicity), we found 145 communi-
ties in the network by implementing the Louvain algorithm [24]. (We performed
communities detection using other algorithms as well, for example, we found 171
communities using fast greedy algorithm [25]. The main results that we discuss
below is independent of the choice of algorithm.) 5 among the above 145 com-
munities are of large sizes than others and the inter-community edge densities
are low, as shown in Figure 5. We perform a similar community detection on the
bipartite network of commenting behaviour. In its projected network, Pcomments,
there are 878,811 nodes and 1,097,722,712 edges, with edge weights ranging from
1 to 323. We found 4 large sized communities, using edge weights greater than 3.

We checked the tags of projects in each community to see if the projects across
communities differ by particular topics. We found all communities have similar
set of tags – game, simulation, animation, art, music, mario etc. – which are
indeed very common tags on the Scratch platform. So the joint consumption of
projects does not seem to be segregated by themes (as inferred by tags). We might
conjecture that the communities are formed by a Scratchers’ location in the friend-
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Figure 5: Consumption Communities

(a) all edges (b) d > 0.001 (c) d > 0.01

The communities in P f avorites network, obtained by projecting users [u] on projects [p]
nodes in the bipartite network where an edge u→ p represents u favorited p. Grids
along the circumferences represent communities, and grid size is proportional to
community size. Projects within each community are favorited together with high
density. Projects of different communities are also favorited together but have low
densities d, as shown by the edges between communities. Plots (a), (b), (c) show
inter-community densities of minimum values of 0 (i.e., all links), 0.001, and 0.01
respectively.

ship network upon joining the platform, and Scratchers in different segments of
the network consume projects of similar themes. To investigate this further, we
next examine whether each Scratcher tends (intentionally or unintentionally) to
consume projects only from specific communities found above.

We consider Scratchers who consumed (favorites, comments) projects from at
least one of the 5 big communities, labelled c1, ..., c5, found in P f avorites. For each
of these Scratchers, consider the distribution of consumption across c0, c1, ..., c5
where c0 is the residual community of all projects not included in c1, ..., c5. We
measure a Scratcher’s consumption polarization by an entropy-alike measure

H = −p0 log( f (p0))−
n

∑
i=1

pi log(pi), n = 5; f (p0) =

{
0.5 if p0 = 1,

p0 if p0 6= 1
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Figure 6: Polarized Consumption
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Main plots show distribution of entropy H for consumption of types favoriting and
commenting. In each case, there is a high fraction of H = 0, meaning most users
consumed projects exactly from a particular community. Insets show the distribution of
users’ maximal consumption group during 2007-12; for example, the inset in (A) shows
that more than 20,000 users favorited projects from the c2 community in P f avorites the
maximum time. (A), (B) show distributions for P f avorites and (C), (D) show that for
Pcomments network.

where pi, i = 0, ..., 5, is the fraction of consumption from community ci during
the entire duration of five years. It is easy to verify that, with at least one positive
pi, the value of H is 0 if and only if exactly one value of pi, i = 1, ..., 5 is 1. So
if H = 0 for a Scratcher, he has consumed projects from exactly one of the 5 big
communities. Figures 6A and 6B show the distribution of H values of all Scratch-
ers for consumption of types favoriting and commenting respectively. About 60%
of Scratchers favorite projects from only one community (Fig.6A), and same is
the case for commenting behaviour (Fig.6A). We repeat this analysis considering
the 4 big communities (n = 4) found in Pcomments. As shown in Figures 6C and
6D, we find evidence of polarization similar to the case for P f avorites. This con-
firms our earlier conjecture that Scratchers consume projects mostly from specific
communities only (the communities are however not different from each other
according to the themes of projects within each community).
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3.4 Assortativity in Behaviour

A friendship network is formed by Scratchers following each other on the plat-
form. This can lead to observations of behavioural similarities among Scratchers
and their neighbours. We look at how two attributes – production popularity and
consumption preference – are clustered in the network.

We mention the measures used for production popularity and consumption
preference. (1) There are various observable measures that convey information
about popularity of a project. These include love-it, download, and comment.
These measures are very correlated because these are determined, often at the
same time, by a consumer after he views a project. Favorites count is not ob-
servable as a consumption statistic on project page, multiple comments can be
made on a project by a single consumer, and downloads count has data issues
(the count is supposed to be one per user, but multiple count was found for some
users). So we choose love-it as our measure of pouplarity; one consumer can love
a project once only. Although there is no platform-specific measure for a project’s
quality, the love-its received on a project supposedly captures the quality of the
project, as assessed by consumers who viewed the project. (2) For consumption
preference, we study the source of consumption. We use the five big communities
in P f avorites as the sources. At a given time, a Scratcher’s consumption preference
is determined by the source from which he has consumed (favorites) the most.

We measure clustering in behaviour using the assortative mixing coefficients
[26], considering numeric and categorical values for production and consump-
tion behaviours respectively. The evolution of the assortativities are shown in
Figure 7. The coefficients are significant at 1% level, tested using null model
obtained by random shuffling of all edges in the friendship network. (As a com-
parative reference, the evolution of clustering based on similarity of Scratchers’
countries is also shown.) There is no trend for clustering according to production
popularity and there is high clustering based on consumption preference. Figure
7 also shows subsets of the network in December 2010. Edges of the subgraph
for production popularity are not shown (for clarity of visualization); snapshots
are plotted using ForceAtlas2 algorithm [27], so nodes in closer vicinity represent
closer neighbours. Scratchers having same consumption sources are clustered
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Figure 7: Assortative Mixing in Friendship Network

Nov, 2008

Production Popularity

Consumption Source

Country

0

10

20

30

0 20 40 60
Time (Monthly)

A
ss

or
ta

tiv
ity

 (
%

)

The evolution of assortativity coefficients for production popularity and consumption
source. For a particular month, assortativity is calculated using all edges in the network
upto that month. Assortativity for country attribute is shown as a reference. The
evolution pattern seems to be stable after November 2008. Insets show subsets of the
network at December 2010 to visualize the assortativity values.

and the pattern is dense. Scratchers with similar production popularity are how-
ever not clustered – since the measure has many values, we rescaled the colors to
have more weight on high values – users with high values of popularity are not
clustered and are distributed throughout.

Observations of behavioural clustering in network (Figure 7) can arise due to
several mechanisms, including peer influence. To identify the presence of peer
influence, other mechanisms that induce clustering in behaviour need to be con-
trolled [28, 29]. We investigate this in the following section.
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4 Peer Influence Analysis

Here we investigate the effect of Scratchers’ friendship network on their produc-
tion and consumption of projects. First, we describe our methodology, and next
we present the results.

4.1 Methods

Potential Issues: To set the terminology, the focal node or focal actor in a net-
work is called the ego and ego’s immediate neighbours are called alters or peers.
We want to infer if peers’ behaviour influences ego’s behaviour. Individuals in a
dynamic social network may interact due to many reasons, leading to a simulta-
neous evolution of network and behaviour of individuals. Some of these reasons
established in the literature include [30, 31, 32, 33, 13] exogenous network forma-
tion due to homophily and selection, endogenous network formation due to reci-
procity and transitivity, peer influence on behaviour, own influence on behaviour,
and contexts that lead to certain network-behaviour dynamics. Therefore estimat-
ing peer influence using a cross-sectional observation is prone to effects coming
from other unwanted reasons, some of which can be of confounding nature. In
estimating peers’ influence on behaviour, confounding factors are those factors
that affect both the ego’s behaviour and the peers’ behaviour under study. All
reasons mentioned above are potentially confounding. An unbiased estimation
of peer influence therefore requires control over such confounding factors. Dy-
namic observations facilitate the separation of co-evolution issues - for example,
homophily and influence.

Scenario & Assumptions: A Scratcher’s primary activities are producing and con-
suming projects and galleries. The Scratcher (ego) has the option to follow the
creators (peers) of projects – which he likes during random browsing, which
he likes in galleries, or interesting projects that appear on the front page of the
website. Through activity feeds, the ego knows about consumption (love-its, fa-
vorites) and production (projects sharing, remixing) activities of his peers. So we
can expect that the ego’s activities might be influenced by his peers, in addition
to his own tendencies to produce and consume projects. At a given time, the
ego can also browse through the projects of his peers to see the production and
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consumption statistics. These statistics, like comments count on a project, are the
aggregate comments the project has received till this moment. So at a given time,
we can assume that the Scratcher has knowledge about his peers and aggregate
statistics of their activities (total projects, total loves received, etc.).

In measuring peer influence at a given time, we assume that the Scratcher is
influenced only by the aggregate activities of his peers upto this time and not
by the history of such activities. It is very unlikely that a Scratcher remembers
the exact history of previous activities of his peers. For example, consider a
Scratcher with just one peer, and we are interested to investige the peer influence
of projects count: we assume that the total projects produced by the peer upto
now influences the Scratcher on how many projects he produces next, and he
is not particularly influenced by the exact number of projects his peer produced
during the last week (or any particular historical period in general). This behav-
ior is termed mathematically as Markovian. Markov nature of decision making
is a very plausible assumption in the scenario of Scratch community. This prop-
erty has been widely adopted in the social networks literature - for example, in
stochastic actor oriented models [11], future decision of network or behaviour
change made by an actor is conditioned on the network and behaviour in the
present state. Essentially, under Markov assumption all variables (network, be-
haviour) of interest are represented as state variables at the time peer influence is
evaluated.

Quasi-experiment: We define peer influence of a behaviour bpeers at a time t on
ego’s behaviour bego at time t + j (j = 1, 2, ..) as the exogenous influence of peers’
state of behaviour (known to ego) at t, bt

peers, on ego’s state of behaviour at t + j,

bt+j
ego . State variables at t summarize behaviours upto time t and form the basis

of ego’s decisions at t (Markov nature). To measure peer influence, treatment
status is assigned using a binary variable Trt which is based on a threshold value
of bt

peers. All Scratchers (entire population) at t are distributed into two groups:
treated and control; Scratchers in the treated group (Trt = 1) have high values
of bt

peers, and those in the control group (Trt = 0) have low values of bt
peers and

serve as the counterfactual. At this point, treatment is likely to be correlated with
several confounding variables, and so treatment effect estimates would be biased.
So we obtain a subset of the population at t, by matching exactly on confounding
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variables, such that treatment can be justified to be randomly assigned across
treated and control groups in the subset. In this sub-sample, having controlled
for possible confounding effects, we capture the effect of treatment on change
in behaviour of treated group (∆bt→t+j

ego = bt+j
ego − bt

ego | Trt = 1) and compare it
with the counterfactual effect (∆bt→t+1

ego | Trt = 0). Peer influence at t is thus
measured as the difference of the future changes in behaviour bego across treated
and control groups. This forms the basis for peer influence estimation under a
quasi-experimental setting. Below we present the empirical implementation and
discuss the validity of our method.

Implementation: We employ an ego-centric regression framework to assess, at
time t, the impact of being treated on ego’s future change in behaviour.

∆bt→t+j
i = αj + β

j
peer Trt

i + β
j
1 Nt

i + β
j
2 Xt

i︸ ︷︷ ︸
confounders are

balanced across Tr(1,0)

+ ε
t→t+j
i , j = {1, 2, 3, ...} (1)

∆bt→t+j
i is the change in behaviour b of ego i from time t to t + j. All explanatory

variables represent behavioural state at t, measured as an aggregate operation on
observed behaviour upto t. For example, to represent the comments behaviour
of ego at t, we use the total comments made by the ego upto t as the state vari-
able at t. Trt

i is the treatment variable – the variable of interest that represents
peers’ behaviour at t. It is a binary variable – values 1 and 0 are assigned to
egos in the treated and control groups respectively. Under absence of selection
bias, β

j
peer represents the average treatment effect on change in future behaviour.

Treatment status Trt
i for ego i can change over time (i.e., a Scratcher who is in the

treated group today can be in the control group at another time) because the ego
is assigned to either treated or control group based on peers’ behavioural state
at t. Hence estimates β

j
peer are conditional on time t. Nt

i represents ego’s net-
work variables at time t. In general, it can incorporate information of the entire
network of ego upto neighbours at any distance. However, for practical purpose
it is sufficient to include characteristics of ego’s local network (immediate neigh-
bours) only – structural properties of ego’s network (e.g., out-degree, in-degree,
reciprocity), various behaviours of peers (excluding the behaviour represented
by the treatment variable), and structural properties of peers’ local network. Xt

i
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represents various characteristics of the ego at time t. It includes the dependent
behaviour b under study as well to capture auto-correlation of behaviour, or in
other words, ego’s own tendency. In this study we use monthly windows – t is
the time at a month’s end, t + 1 is the time at the end of next month, t + 2 is the
time at the end of 2 subsequent months from t, and so on. In selecting covariates
Xt

i and Nt
i , we employ these criteria: (i) the variable should be, conceptually, a

potential confounder, i.e., it can affect both Trt
i and ∆bt→t+j

i , (ii) peers’ variables
should be such that they can be assumed to be known to the ego; for e.g., projects
creation by peers appear in ego’s activity feed as an information, (iii) not include
new variables that are simultaneously determined and signify same behavioural
information as included variables, and (iv) variables with high multi-colinearity
during estimation of the regression model are excluded.

Exact matching is used as a preprocessing step prior to estimating (1) in order
to achieve balance in confounding variables across treated and control groups.
Regression analysis following the matching step leads to statistically consistent
estimates [34]. We implement one-to-many exact matching, in which each treated
unit is matched to multiple units in the control group having exactly the same
values of the matched variables [35, 34]. Each matched control unit has weight
proportional to the number of treatment units to which it is matched, and the sum
of the control weights is equal to the number of uniquely matched control units.
Unmatched units have weights equal to 0, and matched treated units have weight
1. The regression analysis that follows matching uses weights corresponding to
each unit produced during matching stage [34]. Exact matching costs data, so we
exploit high correlations among variables to obtain balanced samples by match-
ing only on subsets of (important) confounders. Eventually, for regression analy-
sis, we use samples which produces the best balance (reduces bias in regression
estimates), and also retains a good sample size (reduces variance of regression
estimates). Variables which remain unbalanced are controlled at the regression
stage. Balance in model variables in (1) is assessed by difference in weighted
means of variables across treated and control groups. Balance is assessed on all
model variables, including those that are excluded from matching analysis. For a
given matched sample, with a good balance of the post-matched variables across
treated and control groups, regression estimates are not supposed to change dra-
matically across different models.
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We summarize the practical steps involved in estimating peer influence using
the method presented above. (i) determine model variables, i.e., all potential
confounders (ii) dichotomize treatment, if needed (iii) determine selection into
treatment, i.e., statistically relevant confounders (iv) match exactly on (subset of)
confounders to achieve balance (v) estimate model using OLS.

Internal Validity: We want to obtain unbiased estimates β
j
peer of the treatment

effect in (1). Since we do not expect reverse-causality issues, selection bias is
the most important source of bias. This arises due to factors that affect both
the treatment and future change in ego’s behaviour, and are not affected by the
treatment itself or by anticipation of treatment. Same intensity of selection bias
across treated and control groups can justify a random assignment of treatment,
and minimize alternative mechanisms. (a) Exact matching as a preprocessing step
and including controls in the regression stage help to minimize selection bias due
to observable factors. We control for exogenous network formation processes,
homophily and selection, by accounting for balance in ego’s characteristics and
peers’ characteristics [13]. Endogenous network formation processes like general
tendency to follow Scratchers (out-degree) and tendency to follow one’s followers
(reciprocity) can be confounding, so we control for such factors as well. Change
in future behaviour can also depend on the level of behaviour at t, and this is a
major confounder because Scratchers in the treated group are more likely to have
higher behavioural levels because of correlation between peers’ behaviour and
ego’s behaviour. We therefore always include this factor in all matching analysis;
the sub-samples have exact levels of behaviour across treated and control groups
before the onset of change in behaviour. (b) Comparision of future change in ego’s
behaviour with a counterfactual group takes care of selection into treatment due
to unobservables factors, as long as such factors are time-invariant. (c) The treat-
ment variable is dichotomized [34] before matching analysis according to certain
thresholds that suggest high or low levels of behaviour. We need to analyze peer
influence for various thresholds to ensure that peer influence estimates are not
extremely sensitive to such choices of thresholds.
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4.2 Results

In this section we analyze peer influence for two different behaviours. First, we
analyze an attribute that represents behaviour of Scratchers’ production. For pro-
duction behaviour, we study the popularity effect – whether the popularity of
projects created by a Scratcher increases (or decreases) if his peers’ projects are
popular. Second, we analyze an attribute describing Scratchers’ consumtion be-
haviour. For consumption behaviour, we study the preference effect – if peers
of a Scratcher consume (by favoriting) projects from a certain source, does the
Scratcher tend to consume projects from the same source in future? For estimat-
ing peer influence, we follow the steps mentioned in previous section (Methods).
We found presence of statistically significant peer influence only for production
behaviour. In the remaining part of this section, we provide empirical details
of peer influence for production behaviour and an outline of the empirics for
consumption behaviour.

Production Popularity A Scratcher accumulates love-its on a project he created
when another Scratcher (consumer), either his follower or a random user, who
views the project finds it interesting (most likely due to project quality) and clicks
the love-it button. If the project receives a lot of attention (as inferred by love-
its, comments, downloads, etc.), it can be selected to appear on the front page.
This selection can be system-based or by admins. The project can also appear in
some galleries. These would most likely increase viewership for the project, and
the project is subject to more love-its. Figure 15 shows a schematic diagram of
the process of accumulation of love-its. All factors that affect the quantity and
quality of projects created by a Scratcher, and the total views on all his projects
are predictive of his popularity (measured as total love-its). In reference to model
(1), these factors are of types Xt

i (ego’s attributes) and Nt
i (ego’s local network

structure, peers’ observable characteristics, peers’ local network structure), and
are selected acording to the criteria mentioned in previous section (Methods).
The measures of covariates Xt

i and Nt
i represent the respective behavioural states

at the time t of peer influence evaluation (see Table 2).
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The treatment variable of interest is popularity of peers’ projects at t (Trt
i ); since

it is not a binary measure, we dichotomize as

Trt
i =

{
1 PQt

i ∈ (cmin, cmax]

0 PQt
i ∈ [0, cmin),

(2)

where
PQt

i = ∑
j∈{peers of ego i}

(total love-its on all projects upto t)j

is the measure for peers’ popularity for ego i at time t, and cmin and cmax are
self-chosen values representing minimum and maximum threshold values respec-
tively. (We shall see later how the chosen thresholds affect the results.) Our de-
pendent variables of interest are future changes in production popularity of ego
i:

∆bt→t+j
i = bt+j

i − bt
i , j = 1, 2, ..,

where bs
i represents the total love-its accumulated by all projects of ego i upto

time s. Peer influence estimation is conditional on time t; to have sufficient ob-
servations, we begin by analyzing in the stable period of the data: the month of
December, 2010. (t represents the end of Dec, 2010 and t + 1 is the end of Jan,
2011.) We use the median value of peers’ popularity at t as cmin and the maximum
value of PQt as cmax.

In Table 3 (columns 1,2), we see that almost all variables (included in model as
potential confounders) are valid model variables. To learn which of the potential
confounders are important, i.e., affect treatment variable and hence can lead to
selection bias, we perform logistic regressions of treatment Trt

i on covariates Xt
i

and Nt
i . As shown in columns 3 and 4 of Table 3, we perform two such regressions:

first with only Xt
i variables and next with all variables. Having determined the

significant confounders from this analysis, we perform exact matching on (all or
subset of) such confounders across treated (Trt

i = 1) and control (Trt
i = 0) groups

with an immediate goal to have balance of all variables – includes all potential
confounders, irrespective of their statistical significance in logistic regression –
across both groups. Balance is determined by the difference in weighted average
values of the variables in each group. We obtain two reduced datasets:
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(a) sample obtained by exact matching only on all Xt
i variables that are signifi-

cant (Table 3, col. 3). This is done to (i) compare our method with Aral [20],
which matches on all individual (ego) characteristics, and (ii) show that our
results are robust to matching strategies that produce good balance,

(b) sample obtained by exact matching on a subset of all (Xt
i and Nt

i ) variables
that are significant (Table 3, col. 4). Matching exactly, especially with Nt

i
variables was found to be very costly, and so only few variables were used.
Among all combinations of variables we investigated, we present the one
with best balance. This sample is less biased than the one in (a), and also
has more obervations because matching is performed on less covariates.

We show balance for all variables (difference in averages of variables by treat-
ment groups) in Table 4. Although we do not use, we show balance produced
by matching via propensity score method, as used by [20]; this method produced
almost no improvement (as compared with the original imbalance in the full sam-
ple) in covariates balance. Having balanced samples, we can assume we are in a
scenario where treatment (high popularity of peers) has been randomly assigned
to each Scratcher (ego). The quantitatively small imbalances that still remain for
some covariates are controlled during the regression stage.

Figure 8 shows the estimated coefficients for (1) with j = 1, i.e., the effect of
peers’ production popularity on Scratchers’ production popularity the next pe-
riod. Estimates are shown separately for two cases, corresponding to the two
reduced datasets. For each matched sample, we see that the estimated model
coefficients are stable across various specifications and the peer influence coeffi-
cient β

j=1
peer is positive. In both cases, β1

peer is significant at 1% level. Details of
regressions corresponding to (a) and (b) in Figure 8 are available in Table 5. The
identification of β1

peer relies on random assignment of observations to treated and
control groups. Achieving a good balance of covariates across both groups and
including covariates as controls in regressions minimizes selection bias to a large
extent. However, another source of non-random treatment assignment lies in the
definition of Trt

i variable which depends on the chosen values of cmin and cmax.
The results in Figure 8 use one pair of values; so we need to check whether peer
influence estimate remains significant and how it varies when threshold values
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Figure 8: Peer Influence on Next Month
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Estimates for regression (1) using samples obtained by matching on (a) X variables and
(b) both X and N variables (t = Dec 2010, j = 1). In (a) and (b), Model 1 includes only
peers’ attributes (N), and not egos’s attributes (X), as controls. The effect of peers’
production popularity (Peers Love-its) on Scratchers’ change in production popularity
next month, βpeer, is significant at 1% level. See Table 3 for variables description, Table 4
for details of matched samples, and Table 5 for details of estimates.

cmin and cmax change. Figure 9 shows this robustness analysis. Since β1
peer is the

primary coefficient of our interest (peer influence), we plot these estimates for
changing threshold values, as shown in panels labelled A. All estimates of β1

peer
are postive and significant at 1% level. For each value of cmin, peer influence es-
timate tends to decrease with increase in cmax. Panels labelled B show the ratio
of weighted means of outcome ∆bt→t+1 variables in treated and control groups, a
measure of relative comparision of outcomes without any post-matching adjust-
ment for confounders.

Above, we provided details of the peer effect of production popularity in the
immediate period (j = 1) using the network existing at the end of December
2010 (t). Popularity of peers’ projects at time t might influence the popularity
of a Scrather’s (ego) projects in subsequent periods as well; in model (1) this
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Figure 9: Peer Influence on Next Month: Robustness Check
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Effect of varying threshold values of cmin and cmax on estimates evaluated on samples
obtained by matching on (a) X variables, and (b) both X and N variables (t = Dec 2010,
j = 1). Panels A: Estimate of βpeer, controlling for both X and N variables in the
regression. Panels B: Ratio of average of future changes in production popularity of
treated and control groups.

corresponds to values of j as 2, 3, and so on. To see if there is persistence of peer
influence in subsequent periods, we estimate β

j
peer for various j by changing the

dependent variables in (1). Since we are looking at the effect of peers’ popularity
at time t on period t + j, the treatment assignment Trt

i , and hence the reduced
datasets obtained by exact matching, remains the same as in the analysis for
Figures 8 and 9. The results for persistence of peer effect are shown in Figures
10(a) and 10(b). The effect of peers’ popularity at t on Scratchers’ (ego) production
popularity at a future period t + j increases with subsequent periods. The rate of
increase tends to steep up during the middle term and tends to flatten out in the
long term, thereby creating a S-shape for the structure of persistence curve. This
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Figure 10: Persistence of Peer Influence
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(a) Estimates of β
j
peer, the effect of peers’ production popularity at t = Dec 2010 on

production popularity at future periods t + j, for varying j. Inset shows the ratio of
future changes in production popularity of treated and control groups. Sample in Table
4a obtained by matching egos’ characteristics Xt is used for evaluation. (b) Same
estimators as in (a), using sample in Table 4b obtained by matching individual and peers’
characteristics. (c) A general persitence curve, showing the average β

j
peer during July-Dec

2010, i.e., for each j-periods ahead influence, the plot shows its average value calculated
for each month during July-Dec 2010. Error bars are scaled standard deviations of β

j
peer.

Inset shows the ratio of mean future changes in production popularity of treated and
control groups. Sample in Table 4b is used.

shape is more prominent in Figure 10(b), compared to 10(a), where the balance
in underlying matched sample is better (Table 4).
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Persistence curves at two different times are ideally not comparable because
treatment assignment on Scratchers (ego) can vary from one period to another.
So performing peer influence analysis at a time t̃ different from the one we have
used in above analysis (t = Dec, 2010) requires obtaining a balanced, preferably
the least biased, sample at t̃ (by matching exactly on confounders that are signif-
icant at t̃, which may differ from those at t). However, assuming that the users’
behaviour to be stable over the last six months of 2010, we can assume that the
selection into treatment in each of these months (t) follows a similar pattern as
we saw above. So we create reduced samples by exactly matching on the same
set of variables as in column (b) of Table 4. We expect that the imbalances in
other months would be more than that in Table 4 (which corresponds to month
of December); however controls in the regressions help to reduce bias. Now we
look at the persistence curves β

j
peer(j = 1, ..., 14) for each of the last six months

(t = July 2010, ..., Dec 2010); the average of these curves is shown in Figure 10(c).
For each j, we plot the average of β

j
peer estimates obtained in six different models

(1) corresponding to six different values of t.

We saw earlier that the assortative mixing coefficient for projects popularity is
near zero, which means that there is no observed clustering based on popularity
of the projects, and this is consistent over time. However, we do find positive
short term and long term peer influence, which means that a positive measure
of clustering can be expected at a future time when the effect of influence has
taken place. Of several probable mechanisms that might explain this, we provide
a qualitative example to illustrate the main idea. Consider a situation, at time t,
where an ego has four outgoing friendships, two of which have higher produc-
tion popularity than him and the other two have lower popularity than him. This
suggests that ego’s local network is not assortative based on this behaviour. Dur-
ing time t to t + 1, the ego receives a small increase in its projects’ popularity due
to influence of his peers. However since his friends also undergo similar change
(by influence from their peers), the relative values of popularity in ego’s local
network at t + 1 remains the same as in time t – two friends have better popular-
ity and other two have lower popularity, suggesting a zero value for assortative
mixing once again.
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Table 1: Heterogenous Influence / Susceptibility

Immediate (j=1) Medium Term (j=6) Long Term (j=12)

(a) Matched on X

2nd order effect

σ (Peers’ Popularity) ( 0.019 ∗∗∗ , 0 , 0 ) ( 0.085 ∗∗ , -0.02 , 0.04 ) ( 0.111 ∗∗ , -0.07 , 0.1 )

Activity Frequency

Active ( 0.006 , 0.01 ∗∗ , 0.03 ∗∗∗ ) ( 0.034 , 0.16 ∗∗∗ , 0.24 ∗∗∗ ) ( 0.05 , 0.27 ∗∗∗ , 0.29 ∗∗∗ )
Age ( 0.018 ∗∗∗ , 0 ∗∗ , 0 ) ( 0.128 ∗∗∗ , -0.02 ∗∗ , -0.01 ) ( 0.151 ∗∗∗ , -0.03 ∗∗∗ , -0.01 )

Producer Type

Developer ( 0.014 ∗∗∗ , 0 , 0.16 ∗∗∗ ) ( 0.104 ∗∗∗ , 0.28 , 0.07 ) ( 0.13 ∗∗∗ , 0.38 ∗ , 0.25 )
Free-style ( 0.017 ∗∗∗ , 0.08 ∗∗∗ , -0.01 ) ( 0.056 , 1.44 ∗∗∗ , 3.51 ∗∗∗ ) ( 0.082 ∗ , 2.65 ∗∗∗ , 3.59 ∗∗∗ )

(b) Matched on X, N

2nd order effect

σ (Peers’ Popularity) ( 0.036 ∗∗∗ , 0 ∗ , 0 ) ( 0.207 ∗∗∗ , 0.01 , 0 ) ( 0.303 ∗∗∗ , 0.01 , -0.03 )

Activity Frequency

Active ( 0.016 , 0.03 ∗∗∗ , 0.02 ) ( 0.04 , 0.16 ∗∗∗ , 0.24 ∗∗∗ ) ( 0.038 , 0.24 ∗∗∗ , 0.37 ∗∗∗ )
Age ( 0.037 ∗∗∗ , 0 ∗∗∗ , 0 ) ( 0.207 ∗∗∗ , -0.01 ∗∗∗ , 0 ) ( 0.311 ∗∗∗ , -0.02 ∗∗∗ , 0 )

Producer Type

Developer ( 0.021 ∗∗ , -0.05 ∗∗∗ , 0.23 ∗∗∗ ) ( 0.196 ∗∗∗ , -0.15 ∗∗∗ , 0.23 ) ( 0.28 ∗∗∗ , -0.25 ∗∗∗ , 0.2 )
Free-style ( 0.032 ∗∗∗ , 0.05 ∗∗∗ , 0.01 ) ( 0.131 ∗∗∗ , 0.12 ∗∗∗ , 0.92 ∗∗∗ ) ( 0.198 ∗∗∗ , 0.26 ∗∗∗ , 1.14 ∗∗∗ )

(i) In a given row, each tuple (a, b, c) represents, in order, the coefficients of treatment
(peers’ production popularity), attribute (corresponding to the row name), and the
interaction of treatment and attribute. The interaction variable captures heterogeneity of
treatment. (ii) p–values: significant at 10% level (∗), 5% level (∗∗), 1% level (∗∗∗)

Next we study if particular Scratchers, due to their own nature or local net-
work characteristics, are more susceptible to influence from their peers compared
to other identical Scratchers. For this, we use an interaction term (of the desired
attribute) with the treatment variable in regression model (1), controling for all
confounders as before. The results are shown in Table 1; in each tuple, the first,
second, and last elements correspond respectively to the estimated coefficients
of treatment variable, desired attribute, and the interaction of treatment and at-
tribute. The first attribute is a network characteristic: variance of peers’ produc-
tion popularity; we see that the interaction term is not significant, i.e., an ego in
the treated group with two peers having average production popularities will be
influenced in the same way if one of his peers had a high popularity and the other
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had a low popularity. So a treated Scratcher is not influenced by specific peers
(in general), rather the influence stems from the overall production popularity of
his local environment. Not shown here, we tested for several other attributes of
peers (total remixes, favorites, projects in front page, etc.) and found no evidence
of influence heterogeneity. So, peers’ behaviour does not seem to create extra sus-
ceptibility, which seems intuitive, because incorporating more influence in com-
parision to identical others should arise out of individual traits. We see that active
Scratchers are influenced more than if not active, and the effect on future periods
is increasing; this shows that interacting on the platform for more than a month
is required for being influenced by peers. (Not active users can be of two types
– those who joined much before but interacted less than one month, and those
joined just one month prior to t, i.e., during December 2010.) Further activity fre-
quency does not have a significant effect among treated Scratchers, as seen from
the coefficient of age; so it seems that, on average, a prolonged (over one month)
interaction either initially or somewhere during the lifetime on the platform is
necessary to become more susceptible to the popularity of peers. Remixing is an
important characteristic in the learning process in Scratch community. We see
that developers are more susceptible to be influenced in the very immediate pe-
riod, but not in the medium or long term, compared to other producers whose
peers have high production popularity but they are either free-style producers or
innovators. Most probably, it is by the nature of remixing – if a developer sees
popular projects of his peers, he builds on top of it to have new projects in the
next period and gain popularity, but he is not influenced by today’s production of
peers to create projects in the subsequent periods. On the other hand, influence of
peers’ popularity on free-style producers takes effect in the medium to long term
and is very significant. So having traits of innovation, i.e., creating new projects,
leads to additional influence from production popularity of peers in the long run.

Consumption Preference The next behaviour that we examine for peer influence
relates to consumption. In Figure 7 we saw that Scratchers having the same
source of consumption tend to cluster in the friendship network. We investigate
to what extent this can be explained by influence from peers, i.e., if peers tend to
favorite (consume) projects from certain source, does the ego also tend to increase
consumption from the same source? This investigation is relevant because the ego
knows about his peers’ favoriting patterns via activity feeds (comments made
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are not visible to followers via activity feeds), but does not know the ‘source’ of
consumption because the sources have been identified by us by clustering projects
over the observed data of the entire duration. Evidence of peer influence in this
case would imply that tastes or preferences for consumption of ego are not static
and can be affected by peers’ preferences.

We consider the group of projects in c2, the biggest community in the P f avorites
network. We examine whether ego increases his consumption of projects from
c2 group if his peers mostly consume projects from c2 group. In terms of model
(1), ∆bt→t+j

i is the change in consumption of c2 projects from t to t + j, and Trt
i

for ego i is 1 only if more than 50% of his peers have consumed projects from
c2 group the maximum time (upto t). Controlling for various confounding fac-
tors, we did not find significant coefficient for β

j
peer. So we can not conclude that

Scratchers are influenced by their peers’ consumption interests. The most likely
reasons for the observed clustering in Figure 7 therefore seems to arise out of
contextual friendship formation among the users, context being the position in
the network after initial interactions on the platform, which is followed by con-
suming projects within large communities locally. Since projects communities
contain similar themes of projects (see section 3.3), it is a probable explanation
why Scratchers are not influenced by the consumption patterns (favorites) of their
peers.
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5 Mechanism of Peer Influence

In the previous section we saw that production popularity of peers has a posi-
tive effect on the outcome of Scratchers’ future production popularity (Figure 10).
However this finding does not suggest how this effect mediates to outcome – espe-
cially, whether any particular changes in activities made by Scratchers in subse-
quent periods due to popularity of peers’ projects affects their future production
popularity. The aggregate love-its accumulated by a Scratcher upto a certain time
t depends on the projects created by him and the views received on his projects
upto that time. The change in production popularity in next periods, i.e., during
t and future times t + j, can therefore arise due to:

– (Channel 1) change in the number of projects created in next periods, which
leads to new views and the possibility to have more love-its, and

– (Channel 2) change in the number of views in next periods on projects al-
ready created by time t, which can lead to more love-its.

Of these two (major) mechanisms of peer influence, the outcome (change in pop-
ularity next period) caused via creation of new projects is particularly notewor-
thy. This mechanism gives better insight into the Markov decision-making nature
of Scratchers – upon having popular peers, they are influenced to create more
projects (and possibly of better quality) which enhances their popularity in fu-
ture periods. We denote bt

i , Trt
i , and Mt

i as the production popularity, treatment
assignment, and total projects respectively at time t for Scratcher i. Our goal is to
disentangle the effect mediated via creation of new projects (channel 1):

Trt
i

peers’ popularity

decision−−−−→ ∆jMi
new projects

views−−−→ ∆bt→t+j
i (Trt

i , ∆jMi)
gain in popularity

from other mechanisms of treatment effect (channel 2), where

∆jMi ≡ ∆jMi(Trt
i) := ∆Mt→t+j

i (Trt
i) = Mt+j

i (Trt
i)−Mt

i

is the total projects created by Scratcher i during t and t + j (the mediating vari-
able of interest) and is a function of peers’ production popularity at t (Trt

i ).
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To do so, we employ model-based causal mediation analysis [36] where the
treatment variable Trt

i is randomized, conditional on the confounders Xt
i and Nt

i

(quasi-experimental setting), and the mediating ∆Mt→t+j
i and outcome ∆bt→t+j

i
variables are observed without interventions. Estimates of βj in regression (1) is
the total average treatment effect ATE(j) 3, and is the sum of average effects of
treatment at t on gain in production popularity from t to t + j via all possible
mediating channels. ATE(j) is decomposed into:

– ACME(j): the component of ATE(j) mediated via creation of new projects
(channel 1) is called the average causal mediation effect and is defined as:
δ̄j(Trt) = Ei

[
∆bt→t+j

i
(
Trt, ∆jMi(1)

)
− ∆bt→t+j

i
(
Trt, ∆jMi(0)

)]
, and

– ADE(j): the component of ATE(j) mediated via all other mechanisms (chan-
nel 2) is called the average direct effect and is defined as:
ξ̄ j(Trt) = Ei

[
∆bt→t+j

i
(
1, ∆jMi(Trt)

)
− ∆bt→t+j

i
(
0, ∆jMi(Trt)

)]
. 4

To contrast our investigation with the previous results, we fix t at December, 2010
and vary j from 1 to 12. Following [36, 37], we estimate ACME(j) and ADE(j) in
the reduced dataset obtained by matching all variable types (Table 4(b)). Linear
models (3) and (4) are used for mediating and outcome variables respectively

∆Mt→t+j
i = γ

j
0 + γ

j
1 Trt

i + γ
j
2 Nt

i + γ
j
3 Xt

i + εM
t→t+j
i (3)

∆bt→t+j
i = β

j
0 + β

j
1 Trt

i + β
j
2 ∆Mt→t+j

i + β
j
3 Nt

i + β
j
4 Xt

i + εb
t→t+j
i (4)

ρj = Corr(εM
t→t+j, εb

t→t+j) (5)

where ρj is the correlation between the error terms, and Xt, Nt are the same
confounding variables as used in model (1), for estimating peer influence on pro-
duction popularity, to ensure a random assignment of treatment. The estimates
and their confidence intervals are obtained using non-parametric bootstrap with
percentile method. Figure 11 shows the estimates of ACME(j) and ADE(j) in pan-

3. βj in regression (1) estimates the average treatment effect on the treated group (Trt = 1) and
is equal to the average treatment effect (ATE), for the population, when Trt is randomly assigned.
4. Note that ACME(j) and ADE(j) are defined using potential outcomes framework and hence
contain counterfactual values. For example, for a Scratcher with Trt

i = 1, ∆Mi(0) is not observed
because it is the number of projects he would have created from t to t + j if he were assigned
Trt

i = 0. Counterfactual values are estimated from the data during the estimations of ACME(j)
and ADE(j).
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Figure 11: Peer Influence Channel: Creation of Projects
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(A) The proportion of peer influence in production popularity, as estimated in Fig.10(b),
which is mediated via Scratchers’ creation of new projects in future periods j. 95% CIs
are shown for each estimate, except at j = 1, 10 where the upper boundary is more than
1.25. (B, C) The decomposition of the total average effect of peer influence (ATE) into the
primary channel of creation of new projects (ACME), and secondary channel which
includes all other pathways (ADE). 95% CIs are shown for ACME and ADE estimates.

els B and C respectively. We see that both estimates are positive and increasing
for all j. Both the effects tend to increase at a decreasing rate, and so we observe a
similar additive effect for ATE(j). Also, the S-shape for ATE(j) seems to arise from
ADE(j). The ATE curve in Figure 11 (obtained here using non-parametric boot-
strap estimation) is identical to the curve in 10(b). We performed a heterogeneity
test [37] with the null hypothesis δ̄j(1)− δ̄j(0) = 0 and concluded that δ̄j(1) and
δ̄j(0) are statistically not different (high p-values ∀j); so the ACME(j) curve in Fig-
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Figure 12: Peer Influence Channel: Robustness Check

The variation of ACME(j = 9), along with 95% CI of the estimate, to confounding
effects, as captured by the sensitivity parameter ρ (see (5)). Plots of variation for other
values of j is identical to that shown here, for j = 9.

ure 11(B) holds for treated and control groups, i.e., the average mediating effect
does not depend on treatment status and hence is the same for all Scratchers. For
an alternate interpretation, Figure 11(A) shows the estimated values and confi-
dence intervals for the proportion of ATE(j) that is mediated via creation of new

projects, given by δ̄j(1)
δ̄j(1)+ξ̄ j(1)

. Almost 40− 50% of the effect of peers’ popularity
on Scratchers’ future production popularity is explained by the creation of new
projects in all future periods subsequent to the treatment at t.

We perform robustness check for the estimates obtained in Figure 11. Identi-
fication of estimates δ̄j and ξ̄ j assumes sequential ignorability, a set of following
assumptions: (i) exogeneity of Trt in models (1) and (3) conditional on Xt, Nt,
and (ii) exogeneity of ∆Mt→t+j conditional on Trt and Xt, Nt. Assumption (ii)
can be violated, even if Trt is randomly assigned, by post-treatment variables that
affect both mediating and outcome variables in (4). Since this is an untestable
assumption, a sensitivity analysis [36] is used to gauge the reliability of the esti-
mates δ̄j and ξ̄ j in Figure 11. For this ρj in (5) is used as the sensitivity parameter
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since variables that violate assumption (ii) will be present in both models (3) and
(4). The estimates in Figure 11 are obtained by assuming sequential ignorabil-
ity, i.e., ρ = 0. Sensitivity of ACME(j) estimate to other values of ρ is shown in
Figure 12 for j = 9; for other values of j the shape and values are same as that
of the sensitivity curve shown in Figure 12. It would require a high degree of
unconfoundedness to violate sequential ignorability in our sample because the
estimates of ACME(j) will turn 0 only when ρ is 0.6, which is a very high value.

There is an alternative interpretation [38] for the sensitivity test: ρ2 is the prod-
uct of unexplained R2 values of models (3) and (4). So the value of ρj2 for which
ACME(j) estimates will turn 0 is 0.36, i.e., ACME(j) estimates in Fig. 11 can be
refuted if ρj2 in our sample is 0.36. Let us consider the case of j = 1. In our
estimated models, the R2 values for (3) and (4) are 0.028 and 0.43 respectively.
R2 = 0.051 in model (1) (Table 5(b), Model 2) increases to R2 = 0.43 in (4) when
the mediating variable is introduced for analysis of the causal pathway of treat-
ment effect. To obtain a product value of 0.36, for instance, with a confounder
explaining about 60% of the unexplained R2 of 0.972 in (3), it still needs to explain
about 0.62 (108%) in (4) which is well above the maximum R2 value of 100%. So
based on these sensitivity tests, we can not claim that the sequential ignorability
assumption is violated in our empirical analysis. The estimates obtained in Fig-
ure 11 are therefore valid, and provide a causal interpretation of the mediation
of peer influence in production popularity via the creation of new projects by
Scratchers.

Finally we present the persistence of the peer influence channel. For this we
estimate ACME(j) curve for each of the last six months of 2010. The average values
of the ATE(j) curves and ACME(j) curves during this period are shown in Figure
13. This plot confirms that creating new projects in future forms an important
channel due to which the production popularity of Scratchers increases in future
periods, in response to existing production popularity of peers.
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Figure 13: Persistence of Peer Influence Channel
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ATE: The average j-period ahead peer influence effect during July-Dec 2010. This curve
is the same as in Figure 10 (c). ACME: The average j-period ahead peer influence effect
mediated via Channel 1 (creation of new projects) during July-Dec 2010. Error bars are
scaled standard deviations of j-period ahead influence estimates.
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6 Conclusion & Discussion

We analyzed peer influence in the feature-rich Scratch community under a quasi-
experimental setting. Our method accounts for peer influence after controlling for
various other mechanisms that can lead to clustering of behaviour in friendship
network, i.e., Scratchers and their peers having similar or dissimilar behaviours.
We saw how peer influence affects behaviours (creation of new projects, consum-
ing similar projects) and outcomes (production popularity) in the collective learn-
ing environment, Scratch. We found a persistent effect of peers’ production pop-
ularity on Scratchers’ future production popularity, and that a large proportion
of this effect is mediated by Scratchers’ decision to create new projects. We also
saw that users who specialize in creating “remixed” projects are susceptible to
peers’ production popularity more in the short run than in the long run. For con-
sumption behaviour, we found that Scratchers are not influenced by their peers.
In particular, we saw that the tendency of users to consume projects from specific
sources can not be attributed due to influence from their peers. Although the
primary aim of this study has been to understand the role of peer influence in
the production and consumption of projects on the Scratch platform, the study
has also provided several methodological insights that can inform future work.
In retrospect, we believe our results are surprising, especially because production
popularity of peers (resulting from the likes of several other users) influences self-
decision making to create new projects which would not have been created in ab-
sence of such popularity of peers’ projects. New projects created due to peer influ-
ence attain higher popularity in future compared to projects which are created by
users who do not follow “popular friends”. (The Scratch platform that provides
such a collective sharing and exchange of ideas on a digital platform is there-
fore valuable because peer influence may not exist if users were to create projects
without such a wide exposure to others’ projects.) Our study contributes to the
literature on production and consumption behaviour [39, 40, 41, 42, 43] (includ-
ing peer influence [44, 45]) in various knowledge sharing platforms [46, 47, 48, 3].
We believe our results are relevant for a broad audience including network sci-
ence researchers and practitioners and designers of future educational platforms
[49, 50, 51, 52].
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6.1 Limitations stemming from data

It would be definitely better if we could have data on several more factors to en-
sure a higher reduction in bias. (Unfortunately, such fine details are not available
in the dataset we have.) So here we discuss some potential limitations of our
analysis from a context of the data available to conduct the analysis. First is the
representativeness of the sample, i.e., we only analyze users who actually joined
the platform and interacted in some ways depending on how well they liked the
platform under situations existing at the time of their joining. Since the study in-
cludes users coming from various countries, we expect that the results hold true
in general. Second, comparing changes in future behaviour across treated and con-
trol groups does not eliminate bias arising out of unobserved confounders that
are heterogeneous across the groups – for instance, it may be the case that the gen-
eral ability of users to operate on the platform might be more in the treated group,
and so they are able to find better peers and also can produce more projects. Such
confounding effects arising out of ability are however low in our study because
we found a significant persistence effect when Scratchers were matched on all
their personal characteristics (Table 4(a)) – since this includes various attributes,
we expect it also captures the ability of Scratchers which is unobserved. Also,
we do not have a priori reasons or information to predict why unobserved vari-
ables (like ability) might be distributed differently across experimental and con-
trol group, especially in presence of a well balanced matched sample. Third, there
is an implicit assumption that a Scratcher follows another user in order to be in-
formed about the user’s future activities. However, Scratchers happen to follow
users for other unobserved reasons as well. Such reasons include help received in
a project, social contact in real life, received friendly comment on a project, and
joining a particular gallery [53]. Although we account for selection mechanisms
in network formation by including peers’ observed confounding attributes, our
estimates do not control for unobserved selection processes as mentioned above.
Fourth, we do not have additional data (e.g., survey data [54]) to know exactly the
decision making process of Scratchers. Our assumption about a Markov nature
of decision making was motivated by an intuition of decision making in large so-
cial networks in general (which has also been used in several studies concerning
social networks [11, 55, 56]). Although additional data might have been helpful
to validate such an assumption, we believe this assumption is not too strong. The
assumption used for this study is a weak assumption in the sense that although it
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does not capture the trend of past behaviour, it captures a summary of the trend
(the aggregate count) which we believe is reasonable. This is because such aggre-
gates (over the entire history) are the only statistics available when a Scratcher
browses another Scratcher’s profile before following, and when new users who
join the platform see about others’ projects and activities, and decide their future
activities. 5 Given the vastness of the users and projects, and the complexity
of the existence of several interactions on Scratch platform, we believe that it is
reasonable to assume that the average population (mostly composed of young
children) decides its future activities based on the current state of activities and
not by the heterogeneous trends in the past leading up to the current state of
users’ network and projects characteristics. (We have previously mentioned the
plausibility of such an assumption in the context of Scratch platform in Section
4.)

6.2 Validity and interpretation of results

We saw that exact matching produces extremely low bias in treatment assignment
compared to propensity score matching [20] which, if employed as a tool for anal-
ysis, would require a more careful inferential analysis [57, 58, 59]6, especially in
presence of many features or variables describing the platform (users, projects,
users network, various interactions). We believe that the peer influence estimates
have low degree of bias. Although this comes at a cost of more than 50% reduc-
tion in sample size (refer Tables 3 and 5), we expect that there should not be an
abrupt loss of generality of the results when speaking about the entire population
of Scratchers. This is because matching procedure has been performed at differ-
ent time periods to produce persistence curves as shown in Fig. 10 (c) and Fig. 13.
Despite the fact that the users who are dropped out of analysis due to constraints
of exact matching are random and not in control of the researchers, these curves
are quite smooth and have similar patterns and estimated values as in Fig. 10 (b)

5. A strong Markov assumption, on the other hand, would mean that future decisions are made
using information (personal and peers attributes) of aggregate activities from the current month
alone. However a weaker assumption allows for future decision to be based not only on the
current month’s statistics, but also on all previous months’ activities summarized as an aggregated
counts.
6. Although a balance of propensity scores is necessary for removing selection bias [20], it is not
sufficient – the confounders should also be balanced across treated and control groups.
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and Fig. 11 (B) respectively. Hence we believe the results are true for the entire
population of Scratchers at large.

We believe the description of exact matching in Section 4 is sufficient for the
purpose of our analysis since we achieved both a reasonable balance of covariates
(and much better than propensity score matching), as shown in Table 4, and a
reasonable number of observations for statistical estimation and hypothesis tests
of significance of peer influence effects, as shown in Table 5. However, we would
like to provide additional details for interested readers to explain better the role
of using exact matching in causal estimation of the peer influence parameters
[34]. We need to note that matching is not an estimation method. The essence
of estimation strategy used in this study is to compare future changes of Scratch-
ers with peers having higher degree of behaviour (experimental group) to those
Scratchers whose peers have lower degree of behaviour (control group) in a way
which can be argued to be of experimental standards even if we only have ob-
servational data. To achieve this goal, exact matching has been used as a data
preprocessing step and has helped us in several ways. First, it helped us to cre-
ate the experimental group when the treatment (peers’ variable) was continuous.
This was achieved by dichotomizing the treatment by thresholds, a recommended
practice [34], which were also shown in Fig. 9 to not influence the nature of our
conclusions. Second, due to its intrinsic property, the exact matching helped us
to create groups to mimic experimental standards by achieving balance of covari-
ates. Since exact matching on large number of variables generates loss in data, we
always ensured to focus on matching the most significant confounders first. Un-
derstanding which variables might be important confounders in the data is done
by analysing columns (3) and (4) in Table 3 to understand selection into treatment.
Unmatched or variables with poor balance in matching were always included as
a part of estimation method during regression analysis. Third, it helped us to re-
move model dependence from our analysis [34], i.e., the peer influence estimates
are not extremely dependent on the variables chosen for regression analysis. This
is the reason of presenting two different models in Fig. 8 - the estimates are stable.
However we use the dataset matched on both personal and network variables for
later analysis because this has the best balance of covariates. Lastly, we would
like to mention that “exact matching” does not mean having “exactly similar ob-
servations” in the control group for each observation in the experimental group.
(In fact, such a situation would be impossible, especially in the space of high
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dimensional features.) The resulting dataset produced after exact matching has
the property that all variables representing personal or peers’ characteristics of
an ego have the same observed empirical distribution across experimental and
control groups. This is in line with the true meaning of exact matching and the
requirements for avoiding selection bias on observable variables [34]. We would
encourage readers to interpret the estimated values of peer influence as upper
bounds, to allow for decrease in estimates due to potential (unknown) unob-
servables which might be distributed unevenly across experimental and control
groups.

Identification of peer influence in our empirical strategy solely relies on the
non-existence of confounding latent variables. As mentioned above in discussing
our limitations stemming from data availability, we do not claim absence of un-
observed variables.7 If Scratchers and their peers exhibit homophily on a latent
covariate and this covariate is correlated both with peers’ behaviour (e.g., high or
low degree of peers’ production popularity) and ego’s future change in behaviour,
only then such a variable is a confounder, conceptually. This is because only in
this case one can claim that the change in future behaviour of ego was driven
by common shocks from the latent variable and not due to peers’ behaviour. We
believe that such confounding variables are least likely in our analysis. First,
covariates included in analysis, as shown in Table 2 reflect individual prefer-
ences for producing projects (e.g., total projects and remixes), individual pref-
erences for consuming projects (e.g., favorites, comments), collective preference
of platform users to consume an individual’s projects (e.g., love-its, downloads,
favorites, comments), attributes reflecting general statistics of platform usage (e.g.,
age, activity), peers’ attributes of all individual properties mentioned above, and
characteristics of local network. These variables already reflect a wide range of
individual preferences for behaviour on the platform to create projects and build
peers network. Activity statistics, which is an important representation of how
a user understands the platform details, are well balanced for individuals and
their peers. Second, as shown in and Fig. 12, the sensitivity test demands very
high values of ρ (0.6) for violation of sequential ignorability assumption required
for mediation analysis conducted in Section 5. Given that the variables are well

7. Peer influence estimates can become less biased if we could have data on further specific
details that reflect individual preferences. However, we believe that the current dataset already
has details of a wide range of features that summarize well the activities on the platform.

47



balanced (Table 4), we believe that the likelihood of existence of confounding
variables in our analysis, enough to violate sequential ignorability assumption,
is very remote. Since variables that can violate sequential ignorability assump-
tion are also the ones that pose threat to peer influence estimates, we believe that
latent variables which are of confounding nature are a least likely case in our
study.

6.3 Behaviours analysed in this study

While there are several production and consumption behaviours that may be anal-
ysed on Scratch platform, our choices of production popularity and consumption
specificity were guided by the following reasons. (We encourage investigation
of other behaviours in Scratch, and also in other platforms, in future.) First, we
wanted to ensure that the behaviours we investigate are plausibly widely known
in the Scratch community. For example, a Scratcher knows about his peers’ pro-
duction popularity (e.g., when somebody loves one of his peers’ projects) and
consumption patterns (e.g., when one of his peers consumes project by favoriting
it) through activity feeds. Although a user may not assimilate everything that
shows up on activity feeds in real time, we believe that a general knowledge of
repetitive behaviour of such peers’ activities over a certain duration of time might
influence the user to adopt similar behaviour. Second, it seems that popularity is
a factor that affects social behaviour in general (outside Scratch) [60]. Popular-
ity may be indicative to users who are aware about the activities on the Scratch
platform about the popularity-to-quality ratio, i.e., popularity of a project might
be indicative of the project content (e.g., codes, creativity, etc.) and hence other
users might be interested to learn such things. In this sense, project popularity
on the Scratch platform may be seen as a form of collective assessment of the
project and thus an increase in a user’s production popularity may correspond to
an improvement in his/her (unobserved) ability to create better projects. So pro-
duction popularity may not be as irrational, as a factor to generate influence on
self-decisions, as it may otherwise seem to an individual not using the platform.
(In retrospect, we indeed find users’ behaviour being influenced by peers’ pro-
duction popularity.) Third, while peers’ projects may influence a user’s behaviour,
the user might be influenced to a certain extent to consume projects similar to his
peers. While tracking each project for each peer is an extremely unlikely situation,
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we believe that a consumption influence might exist if a Scratcher observes that
most of his users tend to consume a “certain group” of projects. While there may
exist several ways to identify such groups of projects, we believe our strategy is
feasible on a large scale [61] and also conveys important meaning. We catego-
rized consumption baskets/groups in an intuitive fashion (analogous to various
products in a supermarket): projects that are consumed together by most users
were placed in one category. (In doing so, all projects have been included in one
of the communities and there is no loss of observations.) Later we found from
our analysis that users do not tend to be influenced if their peers have high speci-
ficity for such a consumption source/category. In retrospect, we investigated and
have clearly stated that such communities do not correspond to themes or topics
of projects, and neither the choice of network algorithm to detect communities af-
fect our findings. We also believe in retrospection that the inability to differentiate
such communities by a particular attribute can be a potential reason why no peer
influence exists for consumption patterns. In fact, if the consumptions baskets
are largely similar to each other, the reasons for switching to peers’ consumption
patterns is minimal. (We believe that specificity of consumption of projects is
potentially a result of the local network to which a user gets associated to during
his/her joining to the platform and formation of initial local friendship network.)
In any case, our choice of analysis of consumption behaviour was largely guided
by general intuition rather than alignment with forward-looking results. Fourth, a
user could have hundreds of peers whom he follows but it seems implausible to
be influenced by each of them is a heterogeneous and meaningful way. Therefore
we used the aggregate measurements of each attribute as a potential source of
influence. Later, as shown in Table 1, we found that actually there is no effect
of variance of peers’ popularity on how users are influenced. In other words,
the influence from production popularity is largely an aggregate effect from the
popularity of all projects from all peers of a user and not an effect arising from
specific peers.

6.4 Some topics for further investigation

We discuss several studies that may be done in the Scratch platform and other
digital platforms. First is to understand the aspect of “learning” more precisely.
In this study, we saw that Scratchers decide to create projects (new, remixed) in
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future due to peers’ influence; some of the new projects may be totally copied
versions without being assigned as remixed projects. So due to the nature of the
available data, we can not be precise about how much Scratchers actually ‘learn’
during the process of creating new projects. Second, analysis may be done using
other assumptions about users’ behaviour which can lead to new insights. Such
assumptions can be identified from surveys, or observed behaviours on other
platforms. Third, for peer influence analysis, especially with many attributes as
in this study, ways to reduce dimensionality of the attribute space and their effects
on the bias of influence estimates may be conducted. Fourth, new studies may be
done to better understand differences in peer influence in digital contexts (as in
Scratch) and physical contexts (as in classrooms). A key difference between online
platforms and classrooms in formal educational systems is that, in most cases,
children do not choose to go to schools whereas they usually choose whether
to join a platform. Peer influence investigation in physical settings shows mixed
evidences [2, 3, 62] of positive and negative influences. New studies can therefore
bring clarity into subtle nuances of how children in educational environments are
influenced by their peers.
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A Appendix

Figure 14: The Scratch Platform
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Users produce projects by creating and sharing on the platform. Projects are of two
types – new and remixed. Users consume projects by commenting, favoriting, viewing,
loving, and downloading them. Views, love-its, and downloads are anonymous. Users
can follow each other, and form a friendship network. Projects can be included in
galleries, created by shared users. Projects and galleries can be selected to appear on the
front page.
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Figure 15: Accumulation of Love-Its
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project, love-its on the project can accumulate from views by (1) followers of its creator,
(2) users who view it when it appears on the front page (after it becomes popular due to
various factors), (3) followers of shared creators of a gallery where the project appears,
and (3) random views on the project due to users’ browsing.
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Table 2: Variables Description

Short Name Desciption of Variable†

Love-its Total love-its received on all projects created upto t
Views Total views on all projects created upto t
Projects Total projects created upto t
Galleries Total galleries created upto t
Remixes Total remixes (among all projects) created upto t
Age Prior to t, number of months in which ego interacted on the platform*
Active True if ego interacted* more than one month, prior to t
Favorited By Total projects (of others) favorited by the ego (as a consumer) upto t
Comments (P) By Total comments made by ego on (own and others’) projects upto t
Comments (G) By Total comments by ego on galleries upto t
Is Remixed Of all projects created upto t, total projects which

have been remixed at least once (at any time)
Projects in Galleries Total projects (of ego) appearances in various galleries created as of t
Front Page Projects Total projects that appeared in front page upto t
Featured Galleries Total galleries created by ego that were featured on the front page upto t
Studio Galleries Total galleries of ego that appeared in studio design section upto t
Downloads Total downloads (by others) of projects created by ego upto t
Favorites On Total favorites (by others) of projects created by ego upto t
Comments On Total comments received on projects created upto t
Featured Projects Total projects that were featured on the front page upto t
Following Total users the ego is following as of t
Followers Total users who follow the ego as of t
Reciprocation Total users who follow ego and are also followed by ego as of t
Peers Love–its Total love–its received by all peers’ projects upto t
Peers Views Total views received by all peers’ projects upto t
Peers Projects Total projects created by all peers upto t
Peers Galleries Total galleries created by all peers upto t
Peers Remixes Total remixed projects created by all peers upto t
Peers Active Total peers who have interacted* more than one month prior to t
Peers Fav By Total favorites clicked by all peers upto t
Peers Is Remixed Total projects of all peers upto t which

have been remixed at least once (at any time)
Peers Proj in Gall Total projects (by all peers) appearances in various galleries upto t
Peers Fpage Proj Total projects created by all peers which appeared in front page as of t
Peers Following Total users all peers are following as of t
Peers Followers Total users who follow any peer of the ego as of t

(†) t refers to a given point in time
(*) Recorded forms of interactions only; does not include views, love-its, downloads because these interactions are
anonymous. So if an ego stayed on the platform for only 1 month and downloaded many projects, his age evaluated at
any future time is 0.
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Table 3: Model Variables, Confounders

Objective Determine Model Variables Determine Confounders
Dependent variable: Change in Production Popularity† Treatment (1/0)††

[OLS Regression] [Logistic Regression]

(1) (2) (3) (4)

Peers Love-its (Trt) 0.341∗∗∗ 0.296∗∗∗

Love-its 0.077∗∗∗ 0.075∗∗∗ 0.011∗∗∗ 0.018∗∗∗

Views −0.003∗∗∗ −0.003∗∗∗ 0.0001 −0.001∗∗∗

Projects 0.021∗∗∗ 0.022∗∗∗ −0.007∗∗∗ 0.007∗∗∗

Galleries −0.061∗∗∗ −0.061∗∗∗ 0.144∗∗∗ −0.051∗

Remixes −0.022∗∗∗ −0.029∗∗∗ 0.020∗∗∗ −0.001
Age −0.024∗∗∗ −0.010∗∗∗ 0.021∗∗∗ −0.005∗

Active 0.353∗∗∗ 0.128∗ 0.549∗∗∗ 0.150∗∗

Favorited By 0.011∗∗∗ 0.007∗∗∗ 0.026∗∗∗ 0.008∗∗∗

Comments (P) By 0.003∗∗∗ 0.003∗∗∗ 0.013∗∗∗ 0.003∗∗∗

Comments (G) By −0.0004∗∗∗ −0.0002∗∗∗ 0.0001 −0.0002
Is Remixed 0.021∗∗∗ 0.020∗∗∗ −0.006∗∗ −0.009
Projects in Galleries −0.0005 0.001
Front Page Projects 0.286∗∗∗ 0.304∗∗∗ −0.061∗∗∗ −0.047
Following 0.005∗∗∗ −0.041∗∗∗ 0.120∗∗∗ −0.096∗∗∗

Followers −0.026∗∗∗ −0.020∗∗∗ −0.009∗∗∗ −0.008∗

Reciprocation 0.190∗∗∗ 0.237∗∗∗ −0.695∗∗∗ −0.186∗∗∗

Peers Views 0.00002∗∗∗ 0.004∗∗∗

Peers Projects −0.001∗∗∗ −0.010∗∗∗

Peers Galleries 0.001
Peers Remixes −0.0002
Peers Active 0.081∗∗∗ 0.140∗∗∗

Peers Fav By 0.001∗∗∗ 0.003∗∗∗

Peers Is Remixed 0.0001∗∗∗ −0.007∗∗∗

Peers Proj in Gall −0.0003∗∗∗ 0.002∗∗∗

Peers Fpage Proj 0.007∗∗∗ −0.008
Peers Following −0.0001∗∗∗ 0.00005
Peers Followers −0.001∗∗∗ −0.001∗∗∗

Constant −0.115∗ −0.106 −1.165∗∗∗ −4.381∗∗∗

Observations 73,510 73,510 73,510 73,510
R2 0.296 0.307
Adjusted R2 0.296 0.307
Log Likelihood −39,693.690 −7,285.876
Akaike Inf. Crit. 79,419.380 14,621.750
Residual Std. Error 7.365 7.304
F Statistic 1,815.397∗∗∗ 1,164.492∗∗∗

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
This table shows regression results for t = Dec 2010, j = 1.
† Production Popularity: Love-its, †† Treatment: Peers Love-its
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Table 4: Balance of Covariates

Raw Sample P.Score Matching (a) Exact Matching (X) (b) Exact Matching (X,N)

Love-its 17.65 17.65 0 0
Views 364.69 365.25 0.03 -3.23
Projects 13.42 13.42 0 -0.93
Galleries 0.8 0.8 0 0.01
Remixes 4.39 4.39 0 -0.24
Age 6.4 6.41 0 0.69
Active 0.22 0.22 0 -0.06
Favorited By 11.49 11.49 0 0.29
Comments (P) By 101.68 101.68 0 1.13
Comments (G) By 42.69 42.69 0.12 0.89
Is Remixed 3.69 3.7 0 -0.15
Projects in Galleries 12.11 12.12 -0.02 -0.11
Front Page Projects 0.27 0.27 0 -0.03
Following 17.04 17.09 0 -1.36
Followers 14.43 14.47 0 -1.09
Reciprocation -0.08 -0.08 0 -0.13
Peers Views 107508.14 107507.79 16051.33 1757.93
Peers Projects 1454.85 1454.91 168.59 -6.92
Peers Galleries 68.34 68.41 7.1 0.12
Peers Remixes 453.48 453.48 52.26 -5.18
Peers Active 17.08 17.09 0.56 -1
Peers Fav By 1508.62 1508.61 160.76 18.2
Peers Is Remixed 1241.27 1241.28 163.41 0
Peers Proj in Gall 2108.5 2108.5 300.93 62.99
Peers Fpage Proj 68.73 68.73 9.59 0.93
Peers Following 2568.72 2569.78 296.73 0
Peers Followers 3326.23 3327.05 406.33 50.86

Featured Galleries 0 0 0 0
Studio Galleries 0 0 0 0
Downloads 51.56 51.66 0 -0.55
Favorites On 12.77 12.78 0 -0.05
Comments On 103.69 103.73 0.05 -0.19
Featured Projects 0.02 0.02 0 0

Treated Group 36697 36697 4502 2380
Control Group 36813 36697 11873 17570
Total Obs. 73510 73394 16375 19950

First panel contains variables used during regressions. Second panel contains variables that were not used for analysis
due to one of these reasons: (i) correlated to love–its and carry similar information of a project’s popularity, or (ii)
multicolinearity detected during regression. Third panel contains count statistics. Columns (in order) show the balance
of covariates for t = Dec 2010 before matching, after propensity score matching, after exact matching using X–type
variables only, and after exact matching using X– and N– type variables. In (a), all variables are used for matching and
in (b) only a subset of all variables is used (Exact matching on N–type variables is expensive.). Balance of an attribute is
the difference of (weighted) means of the attribute between treated and control groups; weights are created in (a) and (b)
when one user in treated group is matched to many users in control group.
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Table 5: Peer/Network Effect

Dependent variable: Change in Popularity (Love-its) of Projects

Matched sample used: (a) Matched on X (b) Matched on X, N

(Model 1) (Model 2) (Model 1) (Model 2)

Peers Love-its (Trt) 0.017∗∗∗ 0.017∗∗∗ 0.037∗∗∗ 0.032∗∗∗

Love-its 0.013 0.040∗∗∗

Views 0.0003 −0.0003∗

Projects −0.001 −0.001
Galleries 0.001 −0.029∗∗∗

Remixes 0.031∗∗∗ 0.014∗∗∗

Age −0.002∗∗∗ −0.003∗∗∗

Active 0.022∗∗∗ 0.035∗∗∗

Favorited By −0.001 −0.003∗∗∗

Comments (P) By 0.003∗∗∗ 0.005∗∗∗

Comments (G) By −0.0001 0.0002
Is Remixed −0.032 −0.002
Projects in Galleries −0.011 0.004∗∗∗

Front Page Projects 0.013 −0.012∗

Following 0.002 0.002
Followers −0.004∗∗ −0.001
Reciprocation 0.016∗∗∗ 0.010
Peers Views 0 0 −0.00001∗∗∗ −0.00000
Peers Projects −0.00001 −0.00001 −0.0001 −0.0001
Peers Galleries −0.0001 −0.0001 0.004∗∗∗ 0.004∗∗∗

Peers Remixes −0.00000 −0.00000 0.0002 0.0002
Peers Active −0.0004 −0.001 0.002 0.0003
Peers Fav By 0 0 0.0002∗∗∗ 0.0002∗∗∗

Peers Is Remixed −0.00000 −0.00000 0.001 0.001
Peers Proj in Gall −0.00001 −0.00001 0.0001∗∗∗ 0.0001∗∗

Peers Fpage Proj −0.00003 −0.00004 −0.003∗∗ −0.002
Peers Following −0.00000 −0.00000 −0.0002∗∗∗ −0.0001
Peers Followers −0.00001 −0.00000 −0.0001∗∗ −0.0001∗∗∗

Constant 0.004 −0.005 0.018∗∗∗ −0.021∗∗∗

Observations 16,375 16,375 19,950 19,950
R2 0.001 0.005 0.004 0.052
Adjusted R2 0.0003 0.004 0.004 0.051
Residual Std. Error 0.205 0.204 0.393 0.383
F Statistic 1.363 3.057∗∗∗ 7.255∗∗∗ 38.969∗∗∗

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
This table shows regression results for t = Dec 2010, j = 1.
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